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# Введение

На протяжении многих лет объемы данных, предоставленных людям, стремительно увеличиваются. Из-за этого перед человечеством встает проблема извлечения полезной информации из них. Поэтому на помощь к людям приходит такая технология как Data Mining. Data Mining — это интеллектуальный анализ данных. Данная технология пришла на замену прикладной статистике, следовательно отсюда проистекает изобилие методов и алгоритмов. Сам же термин “Data Mining” часто переводится как добыча данных, извлечение информации. Одной из важных задач в Data Mining является уменьшение размерности. Есть множество методов, позволяющих то сделать, но в своей работе я опишу и реализую Метод Главных Компонент либо же Анализ Основных Компонент (PCA, Principal Component Analysis).

# 1.Постановка задачи

Как говорилось ранее, в своей работе я выбрал и реализовал Метод Главных Компонент для редукции размерности пространства данных.

Основные этапы выполнения задания:

1. Выбор метода уменьшения размерности.
2. Изучение материалов, и реализация метода.
3. Обработка данных.

# 2. Принцип работы алгоритма

Это способ выявления закономерностей в данных и выражения данных таким образом, чтобы подчеркнуть их сходства и различия. Поскольку закономерности может быть трудно найти в данных большой размерности, где роскошь графического представления недоступна, PCA является мощным инструментом для анализа данных.

# 3. Реализация алгоритма

Вычисление главных компонент может быть сведено к вычислению [сингулярного разложения](https://ru.wikipedia.org/wiki/%D0%A1%D0%B8%D0%BD%D0%B3%D1%83%D0%BB%D1%8F%D1%80%D0%BD%D0%BE%D0%B5_%D1%80%D0%B0%D0%B7%D0%BB%D0%BE%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5) матрицы данных или к вычислению [собственных векторов](https://ru.wikipedia.org/wiki/%D0%A1%D0%BE%D0%B1%D1%81%D1%82%D0%B2%D0%B5%D0%BD%D0%BD%D1%8B%D0%B9_%D0%B2%D0%B5%D0%BA%D1%82%D0%BE%D1%80) и [собственных значений](https://ru.wikipedia.org/wiki/%D0%A1%D0%BE%D0%B1%D1%81%D1%82%D0%B2%D0%B5%D0%BD%D0%BD%D0%BE%D0%B5_%D0%B7%D0%BD%D0%B0%D1%87%D0%B5%D0%BD%D0%B8%D0%B5) [ковариационной матрицы](https://ru.wikipedia.org/wiki/%D0%9A%D0%BE%D0%B2%D0%B0%D1%80%D0%B8%D0%B0%D1%86%D0%B8%D0%BE%D0%BD%D0%BD%D0%B0%D1%8F_%D0%BC%D0%B0%D1%82%D1%80%D0%B8%D1%86%D0%B0) исходных данных.  В моем случае алгоритм реализован через нахождение собственных значений и векторов ковариационной матрицы на языке C#.

## Подготовка данных

Для демонстрации работы алгоритма был сгенерирован data set состоящий из вещественных чисел ([Рис. 1](#_Подготовка_данных)). Размерность пространства данных равнялось 4 признакам, такая размерность взята для проверки редукции к разному количеству главных компонент.

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
| 1.0 | 2.73446908 | 11.01792737 | 98.47615116 |
| 2.0 | 4.35122722 | 12.38619263 | 20.46282367 |
| 3.0 | 7.21132988 | 11.48804931 | 67.17093415 |
| 4.0 | 11.24872601 | 24.10099224 | 77.66304739 |
| 5.0 | 9.58103444 | 30.21117481 | 142.25100662 |
| 6.0 | 12.09865079 | 32.83617975 | 127.60618803 |
| 7.0 | 13.78706794 | 42.4237342 | 199.82062948 |
| 8.0 | 13.85301221 | 51.14366228 | 110.97707692 |
| 9.0 | 15.29003911 | 47.1998583 | 218.21847896 |
| 10.0 | 18.0998018 | 60.19540684 | 269.12150528 |

Рис. 1. Таблица сгенерированных данных.

Для корректной работы PCA необходимо центрировать данные, т.е. вычесть из каждого значения столбца среднее арифметическое этого столбца (Рис. 2). Таким образом среднее арифметическое центрированных данных будет равняться нулю.

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
| -4,50000000 | -8,09106677 | -21,28239040 | -34,70063301 |
| -3,50000000 | -6,47430863 | -19,91412514 | -112,71396050 |
| -2,50000000 | -3,61420597 | -20,81226846 | -66,00585002 |
| -1,50000000 | 0,42319016 | -8,19932553 | -55,51373678 |
| -0,50000000 | -1,24450141 | -2,08914296 | 9,07422245 |
| 0,50000000 | 1,27311494 | 0,53586198 | -5,57059614 |
| 1,50000000 | 2,96153209 | 10,12341643 | 66,64384531 |
| 2,50000000 | 3,02747636 | 18,84334451 | -22,19970725 |
| 3,50000000 | 4,46450326 | 14,89954053 | 85,04169479 |
| 4,50000000 | 7,27426595 | 27,89508907 | 135,94472111 |

Рис. 2. Таблица центрированных данных.

## 3.2 Вычисление ковариационной матрицы